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Valency classes: intro

(1) Sie wartet auf ihren Bruder

NOM auf+ACC
‘She is waiting for her brother.’

(2) Mir fehlt ein Euro
DAT NOM
‘I am one Euro short.’

Valency encoding devices

▪ are related to the meaning of verbs

▪ contain cues that can be used in sentence perception

▪ are complex

2



Valency classes: intro

(1) Sie wartet auf ihren Bruder

NOM auf+ACC
‘She is waiting for her brother.’

(2) Mir fehlt ein Euro
DAT NOM
‘I am one Euro short.’

Valency encoding devices

▪ but are they equally complex across languages?

▪ if not, how can these differences be captured?

▪ how can they be interpreted? 
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Structure of the talk

▪ Background & goals

▪ Data & methods

▪ Results: valency class system complexity and…

- its components

- its cross-linguistic variation

- its typological correlates

- word order

▪ Summary and discussion

4



Structure of the talk

▪ Background & goals

▪ Data & methods

▪ Results: valency class system complexity and…

- its components

- its cross-linguistic variation

- its typological correlates

- word order

▪ Summary and discussion

5



Background

• The valency of a verb = “the list of its 

arguments with their coding properties” 

(Malchukov et al. 2015: 30)

• Coding properties (devices)

– flagging: cases & adpositions

– indexing: agreement, cross-referencing

– word order (rarely)
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Background

• (mainly) flagging: trivial examples, e.g. (1)-(2)

• (mainly) indexing

Abaza (< Northwest Caucasian)

(3) fatíma murád jə-z-qá-l-c̣-əj-ṭ

PN PN [3SG.M.IO-BEN]-LOC-[3SG.F.ERG]-believe-PRS-DCL 

‘Fatima trusts Murad.’ 

• (mainly) word order: Mary kissed Peter
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Background

• The discriminatory function of case and other 

argument-coding  devices (Comrie 1989: 124-

127; Dowty 1991; Levshina 2021: 4 ; Seržant

2019)

=> facilitates establishing the role-reference 

associations in discourse
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Background

• A minimal system that would fulfil that goal

o All monovalent verbs are uniform (e.g. NOM)

o All bivalent verbs are uniform (e.g. NOM-ACC)*

o All trivalent verbs are uniform (e.g. NOM-ACC-DAT)*

– such a system would facilitate production

– but encoding devices would be poor in 

semantic content => fewer cues for the hearer

* These systems can be reduced even further, e.g. via DOM
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Background

• More complex systems could provide 

additional cues for the hearer?

(4) Teilhabe darf nicht vom Alter ...
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Background

• More complex systems could provide 

additional cues for the hearer?

(4) Teilhabe darf nicht vom Alter abhängen (www)

‘Participation must not depend on age’
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Background

• Hypothetical maximally complex system: each 

verb is associated with a unique argument-

encoding scheme

=> such a system would maximize cue reliability

=> but would be too costly for the speaker
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Background

In reality

• the transitive class universally constitutes the core 

of bivalent verbs (Tsunoda 1985; Næss 2007)

• all languages possess verbs deviating from the 

transitive class

• bivalent verbs are especially prone to display 

deviant valency behaviour (Bickel et al. 2014)

=> all languages find a point of equilibrium
13



Goals

• To propose a technique that can be used to 

measure the degree of heterogeneity: entropy

• Identify the limits of cross-linguistic variation

• Detect correlations with other parameters

• To (try to) explain them by appealing to 

efficiency constraints
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Data

• Say, Sergey (ed.). 2020--... BivalTyp: 

Typological database of bivalent verbs 

and their encoding frames. (Available 

online at https://www.bivaltyp.info)
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Data

▪ Questionnaire with 130 verbs given in context

=> “probes” in the infinite semantic space

• First-hand data provided by language experts

• Disclaimer: types (in the lexicon) not tokens (in 

discourse)
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Data

#21 (Peter was crossing the river in a boat) 

‘Peter reached the bank’

X Y

#22 (The wall was covered with fresh paint)

‘Peter touched the wall’ (and got dirty)

X Y

=> Two pre-defined arguments (X, Y) for each predicate
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Data
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▪ The sample: currently 124* languages, mainly spoken 

in Northern Eurasia (75 “published” lgs are in green)

*All calculations reported today were performed in February 

2024. Since then, the sample size has reached 127.



Data

▪ Each construction is tagged for its (language-

specific) valency pattern: encoding of X and Y

▪ The pattern is considered transitive iff its X and 

Y arguments are coded like the two arguments 

of the sentence with ‘kill’, see also 

(Haspelmath 2015: 136)
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Data

▪ Some patterns in Kina Rutul (Nakh-Daghestanian)
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Methods: introducing entropy
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■ Casual observations: languages differ

Khwarshi clearly is more complex / conveys more information



Methods: introducing entropy
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■ Entropy: informal introduction

A mathematical tool aimed at quantizing 
the amount of information associated with 
a certain discrete variable

■ Technicalities: Shannon’s entropy (in 
nats)



Methods: introducing entropy
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Hypothetical Language 1:

All verbs belong to the same 

class

Hypothetical Language 2:

130 verb classes

H = 0



Methods: introducing entropy
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French Lithuanian

H  1.31 H  2.02



Correction
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■ Problem: observed Shannon’s entropy (slightly) 

depends on the number of datapoints in the 

dataset

■ The number of datapoints depends on non-

essential factors (e.g. speaker proficiency)

■ Solution: randomly select 90 datapoint for each 

languages, run 100 iterations, calculate average 

observed H

■ Side-effect: disregard 4 languages with <90 

datapoints

■ Henceforth, “H” stands for “corrected H”



Correction

27

■ Problem: observed Shannon’s entropy (slightly) 

depends on the number of datapoints in the 

dataset

■ The number of datapoints depends on non-

essential factors (e.g. speaker proficiency)

■ Solution: randomly select 90 datapoint for each 

languages, run 100 iterations, calculate average 

observed H

■ Side-effect: disregard 4 languages with <90 

datapoints

■ Henceforth, “H” stands for “corrected H”



Correction
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Entropy of intransitives
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■ The value of entropy, H, captures the distribution of 

all verbs among all valency classes

■ Inevitably, it largely depends on the prevalence of 

transitive verbs (see below)

■ I am mainly interested in the distribution of verbs 

among intransitive classes

■ Solution: calculate Hintr, the entropy observed in the 

distribution of intransitive verbs

■ Correction was also necessary (this time, 24 is 

used as the limit for resampling procedures)
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Transitivity prominence
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• Transitivity prominence = the number of 

transitive entries divided by the total number of 

entries in the dataset, see also (Haspelmath

2015)

• Transitivity prominence displays robust areal 

patterning



Transitivity prominence
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Transitivity prominence & H
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• H (entropy) has a strong negative correlation 

with the Transitivity prominence

<= Obvious reasons: the transitive class is 

also the biggest class and does not 

contribute much to the overall entropy



Transitivity prominence & H

34This and similar plots below are built in R using the package ggpubr (Kassambara 2023)



Entropy of intransitives & Hintr
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Transitivity prominence and Hintr

• Hintr also has a strong negative correlation with 

the Transitivity prominence

o NB: these two parameters are logically 

independent of each other

=> Languages that have a more restricted 

transitive class also tend to make finer semantic 

distinctions between intransitive classes.

36



Structure of the talk

▪ Background & goals

▪ Data & methods

▪ Results: valency class system complexity and…

- its components

- its cross-linguistic variation

- its typological correlates

- word order

▪ Summary and discussion

37



Cross-linguistic variation

• Min = 0.71 (Joola-Fonyi; Atlantic-Congo) 

• Max = 2.71 (Khrwarshi; Nakh-Daghestanian)
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Cross-linguistic variation of entropy
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theoretical 

minimum

theoretical 

maximum



Cross-linguistic variation of entropy
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non-attested

values

non-attested

values



Cross-linguistic variation of entropy
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Joola-Fonyi Khwarshi

Nakh-Daghestanian+



Areal patterns
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This map was built using package lingtypology (Moroz 2017) in R



Genealogy
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• The entropy of intransitives is largely 

conditioned by the genealogical factor

• Tentative hierarchy of some Eurasian families:

Nakh-Daghestanian > 

Uralic, Indo-European > 

Altaic*

“Families” are taken from WALS. I remain agnostic with respect to the genealogical 

validity of “Altaic”
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Typological correlates

Hypotheses

• The size of case inventory

• Prevalence of non-verbal predicates

• Satellite- vs. verb-framing

• Colexification patterns
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The size of case inventory

• Is Hintr mainly determined by the size of the case 

inventory? Probably, yes?..
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The size of case inventory

• Is Hintr mainly determined by the size of the case 

inventory? Probably, yes… BUT!

The correlation does not exist in languages with <11 cases
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The size of case inventory

• Is Hintr mainly determined by the size of the case 

inventory? Probably, yes… BUT!

The number of cases has very low impact in the 

linear regression model that also takes 

transitivity prominence into account and views 

linguistic family as a random variable
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The size of case inventory

• Is Hintr mainly determined by the size of the 

case inventory? 

=> Probably not!
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Non-verbal predicates

■ Shinaz Rutul (Nakh-Daghestanian)

Basir-ɨs k'vač' ij Karam

PN-DAT hated COP PN

‘Basir hates Karam.’

■ Disclaimer: the distinction between verbal and non-

verbal predicates has been annotated for only 75

“published” languages

■ Non-verbal predicates are almost never transitive

(Dixon 2004: 5; but see Lowe 2017)

=> strong correlation with the overall entropy and

transitivity prominence
51



Non-verbal predicates

■ Less trivially, the prevalence of non-verbal predicates

also displays a positive correlation with Hintr
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Satellite- vs. verb-framing

• Canonical examples (Talmy 2000, etc.)

■ Satellite-framed

English (Beavers et al. 2010: 333)

John limped into the house.

■ Verb-framed

French (Beavers et al. 2010: 333)

Je suis entré dans la maison en boitant.

Literally, ‘I entered the house limping.’
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Satellite- vs. verb-framing

• Languages presumed to be “satellite-framed” display 

greater values of Hintr, the entropy of intransitive verbs

• This can be related to the polysemy/grammaticalization 

patterns associated with spatial expressions
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Colexification patterns

• Many dateset entries are headed by identical 

lexical items used in non-identical patterns

■ Eastern Maninka (Mande)

a. Sékù bárabɔ́ à lá só` lá

PN PRF exit 3SG POSS village\ART at

‘Seku left his village.’: SBJ_lá pattern

b. Sékù bára à lá dìriki` bɔ́

PN PRF 3SG POSS shirt\ART exit

‘Seku has taken off his shirt.’: transitive pattern
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Colexification patterns

• The correlation between the incidence of colexification

patterns and H in the whole sample s not statistically 

significant (R = 0.11, p = 0.35)

• Arguably, this covariance exists only in 

morphologically poor languages
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Colexification patterns

• The correlation between the incidence of colexification

patterns and H in the whole sample s not statistically 

significant (R = 0.11, p = 0.35)

• Arguably, this covariance exists only in 

morphologically poor languages

=> Possible explanation: complexity trade-off 

scenario; less information in the verb itself 

(colexifications) is more tolerable if it is 

compensated for by morphosyntactic complexity
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Typolofical correlates: summary
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SOV vs. SVO
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■ A well-established idea: SOV favor case 

contrasts (Greenberg 1966: 96; Maion 2018; 

Sinnemäki 2010)

■ But overall, there is no robust difference 

between SOV and SVO languages in terms of 

the observed H (and Hintr) values
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Complexity in postverbal positions
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■ However, more complex valency encoding is 

associated with postverbal positions

■ Five pieces of evidence



Complexity in postverbal positions (1)
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■ Universal prevalence of preverbal subjects 

(Tomlin 1986, Dryer 2013) with maximal role 

neutralization (Kibrik 1997, Van Valin & 

LaPolla 1997: 251ff.)



Complexity in postverbal positions (2)
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■ Clause-fronted topics without overt encoding of 

their thematic relation to the verb (Lambrecht 

2001: 1069-1070), as opposed to antitopics

Occitan (ibid.)

a. Lo   cinema,   i vau sovent

the  cinema    there   I.go often

‘The movies, I goe there often’

b. I vau sovent, al cinema

there I.go often to.the cinema

‘I go there often, to the movies’



Complexity in postverbal positions (3)
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■ Non-canonical A’s (typically preverbal) are 

usually less variegated than non-canonical O’s 

(often postverbal) (Bickel et al. 2014: 496-500; 

Say 2018: 565-566)



Complexity in postverbal positions (4)
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■ (S)OVX patterns are significantly more 

widespread than (S)XVO patterns (Dryer and 

Gensler 2013; Hawkins 2008: 170)

Bambara (< Mande; Vydrin 2023)

a. Se ́kù ye nàmasa` dún

PN PFV.TR banana eat

‘Seku ate a banana.’

b. Se ́kù b'i ́ túlomajɔ̀ àrajɔ` fɛ̀
PN IPFV.REFL  listen radio\ART by

‘Seku is listening to the radio.’



Complexity in postverbal positions (5)
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■ Preliminary token-based evidence

Entropy (H) of flagging patterns in pre- and postverbal 

positions: data from a spoken corpus of a North-Eastern Neo-

Aramaic dialect of Urmiya (Ovsjannikova & Say 2023)

preverbal postverbal

all arguments 0.64 1.51

non-subjects only (O & E) 1.24 1.70
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Summary and discussion

69

■ Valency class system complexity

– can be captured in terms of entropy

– displays high cross-linguistic variation

– is a robust typological feature: the more 

intransitive verbs, the more distinctions in 

them

– is a largely neglected area in typology

– is diachronically stable



Summary and discussion
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■ Languages favor mid-range value in terms of their 
valency class system complexity

➢ Overly complex systems are avoided…

– because of high processing costs

– and learnability issues

➢ Overly simple systems are avoided…

– because they would lack semantic cues

– and would require excessive guesswork on the 
hearer’s part



Summary and discussion
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■ Possible correlates of high valency class system 

complexity

– large case inventory

– high prevalence of non-verbal predicates

– satellite-framed patterns

– verbal colexifications

“nouny” properties. 

■ This aligns with the idea that peripheral argu-

ments favor dependent marking (Nichols 1986)



Summary and discussion
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■ Complex argument encoding systems are 

associated with postverbal positions

– A possible explanation: avoiding severe forms of 

“looking ahead”, see also the Maximize Online 

Processing principle in (Hawkins 2014: 28ff.) 

– This preference arguably outranks other 

components of efficiency in the domain of 

choosing between argument encoding patterns, 

see also Seržant & Moroz (2022)

– Convenient for the speaker, somewhat redundant 

for the hearer



Broader generalization

73

■ (The limits on) typological 

distributions are largely shaped by 

efficiency-related processing 

constraints



THANK YOU!
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